Find It Like a Dog: Using Gesture to Improve Robot Object Search
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Abstract—Pointing is an intuitive and commonplace commu-
nication modality that humans have with each other, and with
non-human entities such as dogs. Previous work has modeled
the target of human pointing gestures for various human-robot
collaboration tasks using many approaches such as the forearm
vector or the eye-to-hand vector. However, models of the human
users’ pointing vector have not been uniform across the literature
nor comprehensively evaluated. We performed a user study to
compare five different representations of the pointing vector and
their accuracies in identifying the human’s intended target in an
object selection task. We found that the gaze-only vector performs
the worst, while other vectors perform similarly well. We also
compare the vectors’ performances to that of domestic dogs, in
order to assess a non-human baseline that is already known to
be successful at following human points in a search task. We
implemented our system on our robot, enabling it to efficiently
and accurately locate and fetch the user’s desired objects.!

I. INTRODUCTION

People need to communicate locations for a wide variety of
tasks, and often use pointing gestures to do it. When pointing,
a person uses their head, eyes, body, hand and arm to refer
to an object or location in the environment. Using a deictic
gesture such as pointing is intuitive for a person and directly
communicates spatial information.

Existing literature has shown that people can interpret points
from others from infancy (e.g., [1]), and are highly accurate
at interpreting the specific target of human pointing gestures
[2, 3]. Point following is not limited to human beings, other
species, in particular dogs, are able to follow human pointing
gestures to locate hidden objects [4, 5, 6, 7] with little or no
training, and from a very young age (e.g., [8, 9]).

Existing work on robotic following of human pointing
gestures has used a variety of methods to obtain the 3D vector
through space corresponding to the point. Previous works
[10, 11, 12, 13, 14] have demonstrated effective human-robot
collaboration on non-search tasks through the incorporation
of pointing gestures along with speech to relay task-relevant
information to a robot. Such existing approaches rely solely on
social feedback and gestures to help identify the target object
the human is pointing to, but without considering that objects
can be hidden from view or be of different distances away
from the robot or the human’s perspective, so that the target of
the point is ambiguous depending on how the pointing vector
is identified. Prior work in both the robotics and cognitive
science communities has used a range of vectors, such as the
vector from the person’s eyes to their hand [15, 16, 11, 17],

I'The full paper is submitted to CogSci2024

Fig. 1: Our system enables a robot to locate objects using
information from a person’s unscripted gestures.

the forearm vector [10, 18, 19, 20], as well as other non-
pointing vectors such as eye gaze [21, 22, 23] and pointing
cone [24]. However, there has been no systematic study that
measures which approach most accurately enables a robot to
resolve pointing gestures to spatial object locations, or best
corresponds to what vector other entities, such as dogs, use to
follow points.

Our work addresses this gap by presenting a mathematical
framework for incorporating human pointing gestures into
robotic object search. We present five algorithms for resolving
a person’s pointing gesture to a 3D vector in space, then
calculate the vector’s intersection point with the environment
as the pointing target. The robot can use the pointing target
to efficiently find objects in collaboration with the person. To
our knowledge, no previous work has used pointing gestures
for giving a robot information for object search. We evaluate
five methods for converting body pose information into a 3D
vector: eye-to-wrist, nose-to-wrist, elbow-to-wrist, shoulder-
to-wrist, and eye gaze vector. We compare our method to the
ability of domestic dogs to follow human pointing gestures
for collaborative object search [4, 6]. Our results show that
the gaze vector performs the worst, while the other vectors
are similarly effective in identifying the pointed object.

II. RELATED WORK

Humans express pointing gestures in various ways, such as
head nodding, chin pointing, index finger, whole hand, eye
gaze, nose, elbow, shoulder, thumb, and foot gestures, making
it crucial to understand the motor and perceptual processes
behind them. From an early age, infants can understand points



are intended to direct another’s attention towards an object or
location in the environment, and people will not point at things
they do not know about and cannot see [25, 26, 27]. But how
are points produced and interpreted by adults? Point produc-
tion and following is ubiquitous in daily life. Under pointing
conditions with full visual access to the target, pointers tend
to use an eye-to-hand vector. When blindfolded, however,
pointers gesture with their arm alone [2]. There are also
differences in how far the item being indicated is from the two
vectors (eye to the hand vs. arm-only), with arm-only points
consistently overshooting the target. This error in production is
also mirrored with errors in comprehension. While in general,
humans are quite accurate at producing points for others, past
work has revealed that there are minor but systemic errors
in how the viewer perceives the targets of points [18, 28].
Much of this has to do with errors in perspective taking, with
researchers suggesting that the pointer fails to account for the
different viewing angle of the viewer. While there has been
important work in how people understand and produce points,
there has yet to be a systemic investigation of naturalistic point
production. Further, we suspect that humans point differently
when they point for other humans versus non-human entities
such as dogs or robots, but this has not been explored.

A number of human-robot interaction (HRI) papers discuss
how to interpret a pointing gesture. Gesture tracking work
[23, 29] usually require that people wear a headset and use
a clicker to get visual feedback, which can be costly and
difficult to use. We also want the interaction to be as natural
and as comfortable as possible for human users. Nickel and
Stiefelhagen [21] characterizes three approaches for estimating
pointing direction: the line of sight between head and hand,
forearm (elbow-to-wrist), and head orientation. In previous
HRI work, one or another of these models was arbitrarily
chosen as the “obvious” interpretation of pointing gestures: the
eye-to-hand vector[11, 17], elbow-to-wrist vector[19, 20], eye
gaze vector[23, 30], shoulder-to-wrist vector[30]. However, to
our knowledge, there has not been a systematic evaluation of
the different approaches to interpret a pointing gesture.

III. TECHNICAL APPROACH

Our approach enables a robot to interpret a person’s pointing
gesture and find objects in the environment. We first estimate
the person’s body pose, and then use the pose information to
interpret pointing gestures. We explore different approaches to
converting the body pose into a 3D vector.

A. Human Body Pose Estimation

RGB-D data is collected for human pose estimation. We use
Google’s MediaPipe Pose Landmarker [31],a deep-learning
model for human pose estimation, to process input RGB im-
ages and detect keypoints on the human body. We then employ
the depth information to transform the relevant keypoints’
coordinates into 3D space.

We assume the person is already in view, and the camera
is calibrated relative to the person’s position to situate the

Fig. 2: Five pointing vectors on a sample image: eye-to-wrist,
nose-to-wrist, shoulder-to-wrist, elbow-to-wrist, and eye gaze.
The left wrist is used as the frame of reference.

pointing vector correctly in the camera’s frame of reference
using April tags [32].

B. Converting Human Body Pose to Pointing Vectors

Given the body pose of a person, we explore five different
algorithms for computing a vector from the person’s body
pose. We calculate the vectors’ intersection points with the
environment as the pointing targets. We explore two different
high-level approaches: the vector from the head to the hand,
and the vector from the arm. We use the person’s wrist position
as a proxy for their hand, as fingers are much smaller and thus
more difficult to detect.

Our work uses five pointing vectors, visualizations of which
are shown in Figure 2:

1) Eye-to-wrist ray-cast (EWRC): Defined by a vector
connecting the eye and wrist of the pointing arm.

2) Nose-to-wrist ray-cast (NWRC): Defined by a vector
connecting the nose and wrist of the pointing arm.

3) Arm ray-cast (ARC): A ray-cast defined by a vector
connecting the shoulder and wrist of the pointing arm.

4) Forearm ray-cast (FRC): A ray-cast defined by a vector
connecting the elbow and wrist of the pointing arm.

5) Gaze ray-cast (GRC): To establish a corresponding gaze
vector representing the general direction the user is looking at,
we computed the normal vector to the plane passing through
their left eye, right eye, and center of the mouth.

C. Evaluation Metrics

We evaluate the performance of our algorithms at resolving
the pointing gestures that people produced, as well as the dog’s
performance as measured by touching the object. We manually
annotate the frames with pointing gesture. Three metrics are
used to evaluate average object selection performance:

1) Euclidean distance(lower is better): The Euclidean dis-
tance measures how closely the pointing ray intersects with the
plane of objects, offset by the distance to the target object. This
metric is exclusively used to assess human pointing accuracy.



2) Weighted accuracy(higher is better):
Dig Wil
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where A; is 1 if the correct target was selected and 0 otherwise,
n is the number of selections made until the target is selected,
and w; is the probability of a target being selected—calculated
using the normalized inverse Euclidean distance.

3) Perplexity(PP)(lower is better): Perplexity quantifies
how well the model performs, with a lower perplexity score
indicating better predictive performance and less surprise at
the actual object location. This metric is particularly useful
for assessing the model’s ability to interpret pointing gestures
and determine the intended target among multiple predefined
locations, thereby providing insight into the model’s reliability
and precision in practical applications.

For each item in the dataset, n, the object is in one of
k predefined locations ¢; and the distance from the pointing
intersection location to each target d;. Thus, we can compute
the perplexity as a multinomial over the true location:
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IV. EVALUATION

The aim of our evaluation is to measure the effectiveness
of different vectors for enabling a robot to accurately and
efficiently resolve human pointing gestures to find objects. We
collect a new dataset of humans pointing for a non-human
partner, the domestic dog. We hypothesize that human-dog
interaction is similar to human-robot interaction. We contrast
this with humans pointing for humans to see if there are
differences in behavior. The robot we use for interpreting the
pointing gesture is a quadruped robot, the Boston Dynamics
Spot robot. We use this dataset to evaluate the performance of
our five different approaches for resolving pointing gestures
based on human body pose, and also compare our algorithm’s
performance to that of the dogs. Finally, we perform an end-
to-end demonstration on the real robot, demonstrating our
algorithm’s use at enabling a robot to resolve pointing gestures.

A. Experimental Setup

To assess the natural interaction between humans and dogs
through deictic gestures, we brought dog-guardian pairs into
the lab to observe both how guardians naturally point for their
dogs, and how their dogs behave.

a) Participants: Six human-dog pairs participated in the
pointing tasks. Dog owners were all adults (over 18 years of
age) who acted as the primary caretaker for their dog. The
dogs were 5.2 years old on average, and three of the six dogs
were female. Among the dogs, five were mixed breeds and
one was a Golden Retriever.

b) Materials: The experimental setup comprises four
upside-down cups placed equidistant in front of the dog. This
setup helps minimize the likelihood of the dog approaching
the closer target first. To minimize external device interfer-
ence in the dogs’ decision-making process, we utilized the
Intel RealSense D435 camera to capture RGB-D image. Dog
treats were used to motivate dogs to search. To address the
potential confounding effect of the treat’s smell, the cups were
rubbed with treats to standardize this variable. Additionally,
previous research [33] indicates that dogs are generally poor
at localizing treats by smell alone in similar tasks.

¢) Procedure: Before the pointing task, dog-human pairs
completed two warm-up activities. First, dogs watched their
guardians place a treat under a cup and retrieved it by touching
the cup, repeated four times. Next, dogs practiced leaving and
re-entering the room to find a hidden treat under a cup.

For the test trials, dogs were led out while the guardian
hid a treat under one of four semi-randomized targets. The
dog returned, and the guardian pointed to the hidden treat,
allowing the dog to search. This was repeated for 12 trials per
pair, totaling 72 recorded trials.

Afterward, 3 guardians pointed to the cups for a human
experimenter. The setup was the same as in the human-dog
trials, and this was repeated for 12 trials, for a total of 36
recorded trials.

B. Human-Dog Pointing Results

Even under naturalistic pointing conditions, dogs sometimes
had difficulty following the human pointing gesture. Dogs
were allowed to search exhaustively, and on their first choice
dogs chose the pointed location on 37% of trials, and on 42%
of trials dogs chose correct location as their second choice.
This is fairly consistent with past work with dogs when four
search locations are used [34]. The two locations closer to the
human pointer tend to be chosen more frequently than those
on the periphery. In our sample, dogs were highly accurate
at choosing the correct side of the indicated cup, going to
the correct side (to the pointer’s Left or Right) on the first
trial 76% of the time. Most errors made by dogs involved
choosing the cup closer to the guardian, rather than the one
further from the guardian on the same side. The proximity
of the cup to the guardian may make it more attractive, as
the proximity of a person is a cue that dogs can use to find
hidden food [35]. It is also possible that dogs were seeking
attention from their guardians, and were thus attracted to the
closer locations, or that their past reward history with their
guardian (meaning they have received lots of rewards directly
from their guardian) causes dogs to prefer to search nearer
to their guardian. We leave a full evaluation of these results
to a future paper as the primary focus of this paper is the
performance of our autonomous pointing algorithms.

C. Ray-cast Performance

Table Ia shows the performance with 95% confidence
interval of our five different vectors for resolving pointing
gestures. Our primary result is that most vectors perform



TABLE I: Performance on object selection task

(a) Performance on humans pointing for their dogs.

(b) Performance on data of humans pointing for other humans.

Euclidean Distance (m) | Accuracy (%) T PP |

Euclidean Distance (m) | Accuracy (%) T PP |

EWRC 0.516 (0.071) 96.9 (3.4) 3.213 (0.135)
NWRC 0.514 (0.065) 95.7 (3.8) 3.128 (0.112)
ARC 0.565 (0.065) 94.0 (4.2) 3.111 (0.135)
FRC 0.868 (0.272) 92.5 (4.2) 3.372 (0.131)
GRC 2.711 (0.158) 51.8 (8.4) 3.581 (0.120)

EWRC 0.607 (0.117) 100.0 (0) 3.228 (0.162)
NWRC 0.591 (0.108) 100.0 (0) 3.199 (0.177)
ARC 0.593 (0.123) 100.0 (0) 3.066 (0.213)
FRC 0.742 (0.170) 98.6 (2.8) 3.265 (0.187)
GRC 2.947 (0.305) 57.0 (10.0) 3.986 (0.002)

Fig. 3: Our system enables the robot to correctly fetch the
object the human user is pointing at, such as the penguin plush
(left) and green cat (right).

similarly, with the lowest-performing vector using gaze alone,
which performs significantly worse than the other vectors.
All methods significantly outperform dogs as measured by
accuracy and perplexity, probably because dogs preferred cups
nearer to their guardian. It is interesting to see that the eye-
to-wrist vector has higher accuracy, but the shoulder-to-wrist
vector (arm ray-cast) has the lowest PP. Given the confidence
intervals, there might not be much of a significant difference
between which vector to use. The perplexity differs from
accuracy as it is more resistant to noise in the data: a small
change in the distance from the vector’s intersection location
to the cups can result in a large change in the accuracy but
not the perplexity score.

D. Human-Human Pointing Experiment

Table Ib shows the vectors’ performance on the humans
pointing for other humans data. As the human experimenter
told the participants which cups to point to, there is no human
performance on pointing gesture resolution to report on this
data. There appears to be consistent performance between
nose, eye, and shoulder-to-wrist vectors. The weighted accu-
racy does not differ much in human-to-dog versus human-
to-human, but PP is better in the human-to-human case.
(PP_dog_baseline = 4, determined through a logarithmic base-
2 approach and assuming a uniform distribution). While
conclusions should be limited at this time given the reduced
sample size, it is interesting that, as observed in the human-dog

pointing data, the gaze-only vector is a much worse fit, while
all other vectors perform exceptionally well. When pointing
for dogs, humans use additional gestures like joint attention,
exaggeration, repetition, and touching, less common in human-
to-human pointing. The fatigue effect could also contribute to
the result, as the data was collected after the participants have
completed the pointing trials with their dog.

E. Spot Demonstration

We tested the shoulder-to-wrist vector on Spot” as it has
the lowest perplexity score as shown in Figure 3. We assess
the accuracy of pointing by directly using the vector to resolve
the object reference to the object closest to the pointing vector
intersection. Spot was able to follow the human pointer to
correctly approach and select the indicated object from a set
of four candidates.

V. CONCLUSION

In this paper, we evaluated various vectors for interpreting
human pointing gestures to locations in the environment. We
introduced a probabilistic observation model to utilize this
vector for object search, a primary reason for human pointing
to other entities. Our system was tested on a new dataset
of humans pointing for their dogs and for other humans,
comparing the performance of our autonomous algorithms to
that of dogs. We intend to refine our experimental design to
better distinguish between the performance of different vectors
in resolving pointing gestures.

Future work can also consider using timecourse data of
pointing information and Bayesian inference to predict the
pointed objects. Anecdotally, many pointers first aligned their
gaze with the target, then moved their gaze back to the point
viewer when initiating arm movement. This could help to
explain why, at the moment of pointing, the gaze-only vector
had such poor accuracy. In addition, we assumed that the
person and their pointing gesture is within the robot’s field of
view. This assumption can be relaxed by employing additional
cameras in the environment following Sprute et al. [36] or
human detection and tracking methods [37, 38].
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