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Abstract—As reinforcement learning (RL) has shown great
potential in games and robotics, real-world robotic services are
drawing more and more attention, such as home-serving robots.
For home service, robots should move in a socially compliant
way around human beings. However, current state-of-the-art
RL-based visual navigation methods for static environments
cannot be directly applied to the social setting, which will lead
to a high risk of dangerous collisions. In this paper, we use
an end-to-end model to address the visual social navigation
(VSN) task. We tackle VSN as a non-communication multi-agent
problem for which we allow the robot to have the ability of
safe navigation through centralized training. To enhance spatial
perception, we further apply a goal-aware geometric mapping
module before the visual encoder. Besides, to allow our method
to adapt to variational environmental settings, we propose a
potential function-based self-tuning method from the perspective
of uncertainty. We conduct extensive experiments to compare
our method with existing baselines, both planning-based and
learning-based. The results demonstrate that our agent can
surpass baselines on both point-goal navigation and visual social
navigation and show better robustness.

I. INTRODUCTION

Navigation is one of the most fundamental skills for au-
tonomous robots, where a robot needs to automatically find a
path to reach a specific position within a time limit. If the robot
makes decisions on visual observations, it’s dubbed visual
navigation. A classic approach is to build a map-building-
based navigation system with some handcrafted modules,
while another emerging way is to directly map the visual in-
puts to the action via an end-to-end model [1, 2, 3, 4], namely
mapless navigation. And they usually use convolutional neural
networks to process visual observations and train their agents
with reinforcement learning (RL) algorithms. As shown in
DD-PPO [3], an RL-based mapless agent can achieve near-
perfect performance on point-goal navigation using billions of
training samples and distributed RL training.

Unlike navigation in static environments, social navigation
requires the robot to move around human beings in a socially
compliant way and put more requirements, as shown in Fig. 1.
Kruse et al. [5] summarized these requirements into three as-
pects: comfort, naturalness, and sociability. For comfort, robots
should maintain a comfortable distance from humans and
move without annoyance and stress beyond safety. Naturalness
needs the robot to have similar low-level behavior patterns to
humans. And sociability requires the robot to adhere to high-
level cultural conventions.
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Fig. 1: Comparison between point-goal navigation and social
navigation: the latter adds moving pedestrians upon the former
along with social constraints.

Since the robot should take into account the status of
surrounding pedestrians in social navigation, many prior meth-
ods [6, 7, 8, 9, 10] directly fed the ground-truth human
states, such as positions and velocities, into their models,
which is difficult and infeasible to achieve in the real world.
They focused on modeling the human-robot interaction [6, 7]
and/or designing novel reward functions [8, 10], and con-
ducted experiments on abstract particle environments, such
as CrowdNav [7]. Some recent work has also attempted to
perform social navigation in more realistic 3D simulators,
most of which adopted lidar sensors to acquire highly-accurate
perception [11, 12]. Although great success, the ground-truth
human states and expensive lidar sensors are hard to access
and therefore limit their real-world usage. Inspired by the
recent success of RL-based visual point-goal navigation, we
aim to build a vision-based social navigation agent that can
perform well to navigate while being aware of social rules.
In the following sections, we will step towards visual social
navigation (VSN) in photo-realistic indoor environments.

II. METHODOLOGY

In this section, we first introduce the definition of visual
social navigation and the reward functions for training. Next,
we elaborate on our proposed method.

A. Visual Social Navigation

1) Task definition: Visual social navigation refers to the
socially constrained point-goal navigation. The agent should
navigate to the goal specified by a coordinate while keeping a
personal distance away from pedestrians. If the agent reaches
the destination safely and timely, the task ends successfully.
Otherwise, if the robot collides with a pedestrian or exceeds
the time limit, the mission fails. Following [13], we set the
(center-to-center) personal distance threshold to 1.5m.



2) Reward functions: According to the task definition, we
can divide the task requirements into two aspects: navigation
and social compliance. Therein, we adopt a common reward
structure for navigation, which contains three parts: the success
reward, the decreased geodesic distance Fgoal(st, at) as a po-
tential reward, and a slack penalty. Then, the reward function
for navigation is formed as

Rnav(st, at) = αISuccess + Fgoal(st, at) + γ (1)

where st and at are the current state and the corresponding
selected action respectively, α is set to +10 for awarding
success, and γ = −0.01 is a slack penalty.

For social compliance, we introduce two social constraint
rewards similar to some prior work [8, 10]. One is a terminal
reward meaning the task fails for colliding with a pedestrian,
and the other is to punish the agent for getting too close to
pedestrians. We denote the latter penalty as

Fped(st, at) ≜ ω

N∑
i=1

max
(
0, 1.5− d(P(st, at), z

i
t)
)

(2)

, where N is the total number of pedestrians, P(·) denotes the
transition function, zit is the current position of i-th pedestrian,
and d(·, ·) is the geodesic distance. ω is a hyper-parameter
multiple to adjust the scale of punishment. By default, we set
ω to −0.05. Then the reward function for social compliance is

Rsocial(st, at) = βIDanger + Fped(st, at) (3)
with β set to −10 for penalizing the agent when it collides
with a pedestrian.

Then, our total reward function is
R(st, at) = Rnav(st, at) +Rsocial(st, at) (4)

. For brevity, we will use Fg and Fp to denote Fgoal(st, at)
and Fped(st, at) in the remaining paper.

B. Agent Architecture

The overview of our agent architecture is diagrammed
in Fig. 2. We adopt the best configuration in a simplified
version [14] of DD-PPO [3] as our baseline, i.e., the depth-
only agent with GPS+Compass, upon which we build our
agent with several improvements. Besides, we also extend it to
a depth-semantic setting with an extra semantic segmentation
sensor. Sax et al. [15] showed that this mid-level vision
could benefit the navigation. Upon the baseline architecture,
as we highlight in Fig. 2, we make two main structural
improvements, i.e., the goal-aware geometric mapping module
and the global-view critic.

1) Goal-aware Geometric Mapping: Many times, it has
been proven that the depth-only agent can achieve better nav-
igation performance than those with RGB sensors [16, 3, 14].
An intuitive guess is that the perception of the spatial distance
is the most important for the navigation task due to the benefit
to obstacle avoidance and local planning. Inspired by this
hypothesis, we propose to augment its spatial perception by
projecting the ego-view depth and semantic segmentation into
the top-down view via geometric mapping, which is commonly
used for local mapping in map-build-based systems [17]. Here
we adopt it for spatial enhancement instead of cumulatively
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Fig. 2: Overiew of our agent architecture. We highlight our
contributions in yellow for clarity.

mapping. Meanwhile, we can also project the target position
into this top-down view for goal-aware perception.

For visual observations, we perform the geometric mapping
with a two-stage projection, from the front view to the point
cloud and then from the point cloud to the top-down view.
For the goal projection, we can directly draw it at the top-
down view according to its coordinates. If it is located inside
the local agent-centric map, we assign the value of the grid
point closest to it as one. Otherwise, we take the nearest point
pmap to the intersection of the line from the robot to the
goal and the map and assign its value as the distance ratio
d(pmap, robot)/d(goal, robot). The rest part of the goal map
is zero. By this way, the agent can be better aware of goal-
conditioned perception. After projection, we concatenate these
augmented observations in the channel wise and feed them into
the visual encoder.

2) Global-view Critic for Centralized Training: We use the
centralized training and distributed execution (CTDE) to train
our agent, which is a popular technology in the multi-agent
RL. In other words, we keep a local-view actor to maintain
the ego observation while feeding additional privileged infor-
mation to a global-view critic to enable better training.

It’s essential for social navigation, because the agent’s
intrinsic value function cannot be decided by only immedi-
ate observations due to the lack of dynamic environmental
information. Taking the privileged information into account,
the global-view critic can fairly assess the agent’s states and
guide its action selection. In detail, the privileged information
includes: (i) the global map; (ii) the location of the goal;
(iii) the oracle states of the agent, containing its trajectory,
location, and future shortest path; (iv) the oracle states of the
pedestrians, containing their trajectories, locations and future
waypoints. We feed these oracle observations into a CNN
encoder to extract global features. Then, the global features
are combined with the local features from the actor, and fed
into a one-layer GRU followed by a fully-connected layer.
Finally, the critic outputs the estimate of the value function.
If the uncertainty-aware potential function proposed next is
in use, the critic also outputs the estimates of two potential
functions, forming a three-head critic.

C. Uncertainty-aware Potential Function

Beyond structural improvements above, we further dig into
the reward shaping problem that is also crucial for social



TABLE I: Experimental results on visual social navigation where human density is 1
5m2 . ↓ indicates that lower is better while

↑ indicates that higher is better. Scores in bold denote the best under the corresponding setting.

Method Backbone Reward Depth SemSeg Danger↓ Success↑ SPL↑ STL↑ PSC↑

GT-SLAM+RRT - - ✓ × 0.139 0.379 0.179 0.245 0.378

Wijmans et al. vanilla CNN Rnav ✓ × 0.191 0.594 0.332 0.544 0.422
Wijmans et al. ResNet18 Rnav ✓ × 0.201 0.582 0.326 0.529 0.420
Wijmans et al. vanilla CNN Rnav+Rsocial ✓ × 0.128 0.549 0.302 0.500 0.433
Wijmans et al. ResNet18 Rnav+Rsocial ✓ × 0.122 0.426 0.230 0.379 0.436
Ours vanilla CNN Rnav+Rsocial ✓ × 0.105 0.642 0.352 0.588 0.435

Wijmans et al. vanilla CNN Rnav+Rsocial ✓ ✓ 0.100 0.511 0.279 0.461 0.443
Wijmans et al. ResNet18 Rnav+Rsocial ✓ ✓ 0.110 0.510 0.275 0.460 0.441
Ours vanilla CNN Rnav+Rsocial ✓ ✓ 0.092 0.617 0.338 0.563 0.430

navigation. As described in Sec. II-A2, our reward function
contains two parts (Rnav and Rsocial) with two potential
rewards (Fg and Fp) inside. Unlike point-goal navigation,
approaching the goal along the shortest path may not be
optimal in social navigation. For instance, when someone
moves in front of the agent, the agent should detour or wait
rather than move forward. Nevertheless, excessive penalties
for approaching pedestrians will make the robot fail to learn
navigation, which is not what we want as well. Therefore,
we need to take a balance between navigation and social
compliance, namely a reward shaping problem.

In our default setting, we use a hyper-parameter ω (Eq. 2)
to measure the degree of penalty for uncomfortable violations,
and we set it to a cherry-picked value (−0.05). However, when
the environment changes, such as higher pedestrian density, we
need to re-pick a proper value of ω; otherwise, the performance
will drop or even fail (Fig. 3). To avoid this laborious reward
shaping process, we propose a potential function-based self-
tuning method based on our centralized training paradigm.

First, to alleviate the side effect of improperly shaped
rewards, we recover the potential rewards Fg and Fp by the
difference of the corresponding potential functions Φg and Φp

and use the global-view critic to learn these potential functions.
We replace the original single-head critic with a three-head one
which estimates the original value function in one head and
estimates two potential functions Φg and Φp in the other two.

Formally, as defined in [18], let s, s′ ∈ S be two successive
states in a Markov Decision Process (MDP) and Φ : S → R
be a real-valued potential function, the potential reward is

F(s, s′) = λΦ(s′)− Φ(s) (5)

, where λ is a discount factor.
Then, to achieve self-adaptive tuning, we consider this

problem from the perspective of uncertainty, which has been
successful in multi-task learning [19]. We regard learning from
potential rewards as a regression problem and use a Gaussian
distribution to model the likelihood, in which the mean is
the multi-head outputs of the critic. The variance σ2 is a
learnable parameter to automatically balance multiple potential
functions and the value function. Then we can compute a
new value function with the awareness of uncertainty, called
uncertainty-aware potential function, by

V̂ =
1

σ2
v

V +
1

σ2
g

Φg +
1

σ2
p

Φp + log σvσgσp (6)

with σv , σg , and σp for denoising and balancing the estimates
of V , Φg , and Φp respectively, all initialized as e0.01.

III. EXPERIMENTS

A. Experimental Setup

To illustrate the effect of our method, we conduct ex-
tensive experiments on a photo-realistic indoor simulator,
iGibson [20], in which pedestrians are controlled by an ORCA
engine [21]. Following the iGibson challenge [13], we use
8 scenes for training and 7 scenes for evaluation. We train
each agent for 10M frames across 8 scenes with the PPO
algorithm [22]. For evaluation, we run 100 episodes for each
scene and collect the average score of total episodes. We
conduct three independent experiments with different random
seeds for each agent and take the average as the final results.

In each episode, we set the time limit to 500 steps and
initialize the agent and the goal randomly. Only if the agent
can reach the goal without any collision with pedestrian and
within the time limit, the task is done successfully. Otherwise,
the task is failed. Specifically, when the distance between the
agent and a pedestrian is less than 0.3m, we terminate the
task due to a dangerous collision. The distance threshold for
reaching is 0.36m. The human density is 1/(5m2), and there
are no more than 10 pedestrians per scene.

For evaluation, we use the following metrics to assess the
performance of each method: (i) Danger: the percentage of
episodes that dangerous collisions occur between the agent
and a pedestrian; (ii) Success: success rate; (iii) SPL: success
weighted by (normalized inverse) path length; (iv) STL:
success weighted by time length, proposed by Li et al. [13]; (v)
PSC: personal space compliance, proposed by Li et al. [13].
PSC is defined as the percentage of timesteps that the agent
maintains a personal distance from humans. Following [13],
we set the threshold of PSC to 1.5m.

Let lmin be the length of shortest path between the start
and the goal, lrobot be the length of the robot’s actual path,
Trobot be the time that the agent costs to reach the goal and
TORCA be the time that an oracle ORCA agent costs to reach
the same goal, then SPL and STL are as followings:

SPL = Success× lmin

max(lmin, lrobot)
(7)

STL = min

(
Success× TORCA

Trobot
, 1.0

)
(8)
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Fig. 3: Effect of our uncertainty-aware potential function method with variational reward weights. The first plot shows that
our UPF can adapt to different settings while others shows the advantage of our UPF.

TABLE II: Evaluation on point-goal navigation.

Method Success SPL

Wijmans et al. 0.737 0.420
Wijmans et al.+ GM (ours) 0.782 0.445
Wijmans et al.+ GM + GC (ours) 0.828 0.470

B. Evaluation

1) Visual social navigation: We compare our agent with a
classic SLAM+RRT agent and the best agent from Wijmans
et al. [14] under two settings, depth-only agents and depth-
semantic agents. For depth-semantic agents, we concatenate
visual observations in channel-wise as inputs for baselines.
And to show the effect of our introduced social constraint
rewards Rsocial, we also show two baseline agents trained with
only navigation rewards Rnav . Results are shown in Table I.

From these results, we can find that classic planning-based
agent will work badly on visual social navigation task, since it
don’t take the unpredictable dynamics of the environment into
account. As for learning-based methods, as discussed earlier,
baseline agents trained with only Rnav will cause a high risk
of dangerous collisions, which will make the home-serving
robot unacceptable. On the other hand, baseline agents trained
with Rnav + Rsocial will work worse on the navigation task
although more safely and compliantly. On the contrary, our
method can achieve better performance and safer navigation
simultaneously for both depth-only and depth-semantic agents.

2) Point-goal navigation.: Beyond visual social navigation,
we also conduct experiments on the point-goal navigation. The
agents are trained with only navigation rewards Rnav . And we
keep the same episode data as used in visual social navigation
for evaluation, except that there are no pedestrians in the envi-
ronment. We denote Goal-aware Geometric Mapping as GM
and Global-view Critic as GC for simplicity. Since Wijmans et
al. [14] has shown that vanilla CNN is comparable with or even
better than ResNet18 for point-goal navigation with depth-
only agent, we only compare ours with the vanilla CNN here.
We add our two structural improvements based on the vanilla
CNN agent step by step for a clearer comparison. The results
in Table II demonstrate that our structural improvements can
also benefit the point-goal navigation.

C. Ablation Study

The previous experiments have demonstrated the overall
performance of our agent. Here, we conduct some ablative
experiments on visual social navigation under the depth-only

TABLE III: Ablative experiments for depth-only agent.

Method Danger↓ Success↑ SPL↑ STL↑ PSC↑

Ours 0.105 0.642 0.352 0.588 0.435
Ours w/o GM 0.146 0.571 0.310 0.519 0.443
Ours w/o GC 0.126 0.606 0.334 0.553 0.428

setting to illustrate the impact of each structural improve-
ment we propose. The results are shown in Table III, which
demonstrate the contribution of each component to the final
performance.

D. Effect of Uncertainty-aware Potential Function

In this part, we will analyze the effect of our proposed
uncertainty-aware potential function (UPF) to demonstrate the
adaptability of our method.

In the RL field, the setting of the reward function is often
related to the task setting. When the task setting changes, the
reward function needs to be adjusted to adapt to the new
setting. For example, in our task, when the human density
in the environment increases, the original high social penalty
will make the agent not dare to explore new areas, resulting
in failure to learn the correct navigation performance, and
vice versa. Fig. 3 shows the performance of our method
under different reward function settings. As the penalty level
(indicated by ω) increases, the performance of the methods
without UPF (both baseline and ours) gradually deteriorates,
while our method with UPF enabled can achieve almost the
same effect under different reward settings. It is worth noting
that the baseline method has totally failed at ω = 0.1, while
our method can always guarantee a certain learning ability
even without using UPF, which shows that our centralized
training is also beneficial for the adaptability.

IV. CONCLUSION

In this paper, we propose an RL-based end-to-end model for
visual social navigation. We propose two structural improve-
ments and an uncertainty-aware potential function method
upon a point-goal navigation baseline. Extensive experiments
show that our method can significantly improve both point-
goal navigation and visual social navigation and can automat-
ically adapt to variational task settings due to the uncertainty-
aware potential function.
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D’Arpino, Shyamal Buch, Sanjana Srivastava, Lyne P.
Tchapmi, Micael E. Tchapmi, Kent Vainio, Josiah Wong,
Li Fei-Fei, and Silvio Savarese. igibson 1.0: a simulation
environment for interactive tasks in large realistic scenes.
arXiv:2012.02924, 2021.

[21] Javier Alonso-Mora, Andreas Breitenmoser, Martin Ru-
fli, Paul Beardsley, and Roland Siegwart. Optimal re-
ciprocal collision avoidance for multiple non-holonomic
robots. In Distributed autonomous robotic systems. 2013.

[22] John Schulman, Filip Wolski, Prafulla Dhariwal, Alec
Radford, and Oleg Klimov. Proximal policy optimization
algorithms. arXiv:1707.06347, 2017.

http://svl.stanford.edu/igibson/challenge.html
http://svl.stanford.edu/igibson/challenge.html

	Introduction
	Methodology
	Visual Social Navigation
	Task definition
	Reward functions

	Agent Architecture
	Goal-aware Geometric Mapping
	Global-view Critic for Centralized Training

	Uncertainty-aware Potential Function

	Experiments
	Experimental Setup
	Evaluation
	Visual social navigation
	Point-goal navigation.

	Ablation Study
	Effect of Uncertainty-aware Potential Function

	Conclusion

