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Abstract—In this work, we explored the use of a social robot 
to deliver moral feedback on microaggressions. Grounded in 
theories of deterrence and restorative justice, the current study 
featured a robot that provided moral feedback to a human 
speaker who makes a microaggressive comment directed toward 
a minority group member. The robot provided one of the 
following three types of moral feedback: feedback on how the 
speaker’s microaggression negatively affects its recipient (e.g., 
making a minority group member feel excluded), feedback on 
how the microaggression negatively affects the reputation of the 
speaker (e.g., leaving the impression that the speaker holds 
frowned-upon beliefs), and feedback on any misstatements the 
speaker may have made (e.g., correcting a false assumption that 
a particular black person at an awards banquet is a waiter).  We 
found that the effectiveness of different types of moral feedback 
in reducing participants’ future microaggressions depended on 
how (un)comfortable the speaker felt receiving the robot’s 
feedback. 
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I. INTRODUCTION 
Microaggressions are everyday, subtle verbal or nonverbal 

behaviors that send denigrating messages to historically 
marginalized group members because of their group 
membership [1]. While the offense they cause may appear 
subtle, microaggressions can have detrimental effects on 
minority group members [2]–[5]. However, because 
microaggressions tend to be perceived as unintentional rather 
than intentional offenses, they are deemed to warrant less 
blame than blatant and intentional offenses [6]. Due to their 
subtlety and perceived ambiguity, microaggressive comments 
can leave both recipients and witnesses of such comments in a 
difficult or vulnerable position.  Recipients of such comments, 
in particular, may feel offended but unsure if the speaker 
realizes the implications of their comment. Given the complex 
and sensitive nature of microaggressions, it may be especially 
challenging to give a response that both conveys the negative 
impact of the comment and effectively discourages individuals 
from committing microaggressions again in the future. 

 With these challenges in mind, in this research, we 
explored delegating the role of conveying an effective, 
microaggression-discouraging message to an artificial agent. 
And existing literature on the use of conversational agents 
shows that chatbots can elicit high quality survey responses 
from people [7] and virtual human agents can assist people in 
comfortably sharing personal information in mental healthcare 

contexts [8], [9]. Further, in human-robot teams, when a 
humanoid robot reprimands a human teammate for their rude 
comment on another human teammate, there is a positive effect 
on the other human teammates’ affect [10]. We hypothesize 
that conversational interactions with an artificial agent may 
similarly improve the persuasiveness of the morally charged 
feedback that may be needed in social settings involving 
microaggressions. 

 In the present research, we asked participants to imagine 
themselves making a microaggressive comment to a member 
of a racial minority group.  Drawing from the moral 
psychology and criminal justice literatures, we then assessed 
the effectiveness of two different types of verbal responses at 
deterring microaggressions. According to the theory of 
deterrence, recurrence of norm violations can be prevented by 
imposing sanctions on offenders [11], [12]. This theory 
propounds that norm violations can be deterred as people want 
to avoid negative consequences such as penalties (e.g., 
monetary fine) and social disapproval. Alternatively, the theory 
of restorative justice emphasizes repairing harm and restoring 
relationships among the parties involved by promoting 
empathic concern of the two parties for one another and 
perspective-taking by both parties [13]. 

 Inspired by these theories of deterrence and restorative 
justice [11]–[13], we examined two different types of verbal 
feedback focused on the negative impact elicited by a 
microaggression that affects either the self — the speaker of 
microaggression — or the other — the recipient of 
microaggression. We evaluated the effects of these self-
focused and other-focused moral feedback conditions in 
comparison to a baseline condition where a robot merely 
clarifies possible misunderstandings by pointing out facts. 
Given the paucity of extant research examining the effects of a 
robot’s moral feedback on the speaker of a microaggressive 
comment, our investigation was necessarily somewhat 
exploratory. However, we expected that, compared to the 
baseline condition, both the self-focused and the other-focused 
response conditions would result in participants’ rating 
themselves as less likely to make a microaggressive comment 
again in the future. We also expected that these relationships 
would depend on the level of (dis)comfort participants 
experienced when receiving the robot’s moral feedback. In this 
brief report, we will focus on reporting the findings from 
comparisons between the baseline and the self-focused 
conditions. The full analysis results will be presented in a 
longer version of the report in the future. 



II. METHODS 

A. Participants 
We aimed to recruit 159 participants following the 

recommended sample size of 53 participants per condition 
assuming power of 0.80, medium effect (f = 0.25), and 
significance level of 0.05. On Prolific, we recruited 
participants who had at minimum 80% of previous study 
approval rates and whose nationality was the United States. 
These prescreening conditions were applied to ensure quality 
data and minimize potential confounds derived from different 
historical and cultural backgrounds. A total of 160 participants 
completed the study, but three answered incorrectly to either 
audio, video, or both audio and video setting questions, six 
answered incorrectly to at least one of the two questions for 
checking participants’ vignette comprehension. After 
discarding data collected from these nine participants, we 
performed data analyses on the remaining 151 participants 
(Mage = 31.33, SDage = 12.53, 42 male, 102 female, 4 other, 2 
prefer not to say). The self-reported ethnicity of the 
participants consisted of 105 White, 18 Asian, 15 Hispanic or 
Latino, 6 Black or African American, 5 Other, 2 preferred not 
to say. All participants were presented with the informed 
consent form and agreed to take part in the study. Participants 
received $1.50 in return for their participation. The study was 
approved by the University Institutional Review Board. 

B. Microaggression Vignette, Design, and Robot’s Responses 
The microaggression vignette was selected from a previous 

study we conducted on the moral impact of microaggressions 
[14]. 

Ben, who is black, is a senior at an elite private college in 
the northeast. Michael, who is white, is also a student at the 
university, and has a work-study job as a waiter for university 
banquets. One day, Ben finds out he is to receive an award for 
his achievements in the English department. To receive the 
award, Ben attends a special ceremony held by the 
University’s department of English and attended by prominent 
university leaders. At that same banquet, Michael is working at 
his work-study job, delivering food to guests and collecting 
used glassware on trays. When Ben walks into the banquet 
hall, he looks around for his assigned table. Alex, an older 
white person, is seated at the table. Now, imagine that YOU 
are Alex. You (Alex) order a glass of wine and Michael 
delivers it to you. You (Alex) finish the drink, but before Ben 
can sit down, you (Alex) turn to him, hand him the empty glass, 
and say, “Oh, can you take care of this for me? 

Participants in the previous study [14] judged the comment 
(“Oh, can you take care of this for me?”) in this vignette as 
mildly offensive (M = 2.49, SD = 2.08 on a 0-6 rating scale) 
and more unintentional than intentional (M = 1.53, SD = 1.82,  
average rating was below a midpoint on a 0-6 rating scale). 

 In the Self-focused condition, Jaime the robot noted that the 
microaggressive comment could give the impression that the 
speaker him or herself (Alex) had made morally problematic 
generalizations about the recipient (Ben) based on his race. In 
the Other-focused condition, the robot noted that the comment 
could make the recipient (Ben) feel unwelcome in the 
community as a black person. Since participants in our prior 

work tended to view microaggressions as both offensive and 
unintentional [14], the Baseline condition was constructed to 
depict the robot acknowledging that while the offense Alex 
caused with his comment was likely not intentional, his 
comment did cause offense and rest on an erroneous 
assumption about Ben. Hence, the self-focused and other-
focused conditions were built on the baseline condition, each 
making explicit different inferences made by observers of 
microaggressions. 

C. Robot Video Stimuli 
Following the opening instructions, the robot’s moral 

feedback was introduced: “At the table where you (Alex) are 
sitting, there is another attendee that is a robot. Here is the 
robot's response to your (Alex's) comment.” Participants saw a 
video depicting a Softbank Pepper robot’s response (both 
spoken and with subtitles) in one of the three between-subjects 
conditions. 

In the Baseline condition, the robot pointed out the 
speaker’s error: “Hello, my name is Jaime. I happened to 
overhear what you said to the person you just gave your glass 
to. I know that you did not mean to offend him, but, actually, he 
is not a server. He is the student who is receiving the award 
today.” 

In the Self-Focused condition, the robot uttered the same 
text from the baseline condition, with the following text added: 
“Again, I’m sure you had no intention to offend him, but I hope 
you understand that such a comment could come across the 
wrong way. It could give an impression that you generally 
assume that a black person present at a ceremony like this 
must be a member of the service staff.” 

In the Other-Focused condition, the robot uttered the text 
from the baseline condition with the following text added: 
“Again, I’m sure you had no intention to offend him, but I hope 
you understand that such a comment could come across the 
wrong way. It could make the recipient of the award feel that, 
as a black person, they are unwelcome as a full member of the 
university community.” 

D. Measures of Levels of Comfort, Reflection, and Liklihoods 
of Future Action 
Following the instructions, “Imagine that you are Alex and 

received the response you just saw from Jaime the robot,” we 
presented participants three questions. We measured the level 
of comfort by asking participants, “How comfortable would 
you be receiving this response?” on a Likert scale ranging 
from 0 (very uncomfortable) to 100 (very comfortable). The 
level of reflection was measured with the question, “How 
likely would you be to reflect on the impact that your original 
request of Ben (“Oh, can you take care of this for me?”) 
might have had?” on a Likert scale ranging from 0 (very 
unlikely) to 100 (very likely). We measured participants’ 
judgments of the likelihood of their future action by asking, 
“How likely would you be to make a similarly mistaken 
comment in the future?” on a scale ranging from 0 (very 
unlikely) to 100 (very likely). 



E. Design and Procedure 
The study followed a one-way between-subjects design 

with the three different moral feedback conditions (baseline 
vs. self-focused vs. other-focused). After participants agreed 
to participate in the study, they were presented with a test 
video for checking the audio and video settings of their 
computers. Next, they were presented with the 
microaggression vignette and asked to imagine themselves as 
Alex, who was portrayed as a white individual who uttered a 
microaggressive comment (“Oh, can you take care of this for 
me?”) towards a black student, Ben, who was attending a 
university banquet to receive an award. Participants were then 
informed of the presence of a robot which introduced itself as 
Jaime, and were presented with one of the three moral 
feedback videos that matched the condition to which they had 
been randomly assigned. Then, the participants were asked to 
answer questions about their levels of comfort and reflection. 
The presentation order of these two questions was randomized 
across participants. Finally, they were asked to indicate the 
likelihood that they (if they were Alex) would make a 
microaggressive comment in the future. Upon completion of 
this main portion of the study, participants answered two story 
comprehension check questions that asked them to indicate the 
race of Alex and Ben and describe why what Alex said was 
problematic. Lastly, we asked about participants’ age, gender, 
and ethnicity, and provided a post-study message that 
explained the purpose of the study in details. 

III. DATA ANALYSIS AND RESULTS 

A. The Effects of A Robot’s Response and Comfort 
We sought to examine how both the distinct types of  robot 

moral feedback and participants’ reactions to such feedback 
(the degree to which they felt comfortable with the feedback, 
or inclined to reflect on the impact of their remark after 
receiving the feedback) affected their expected likelihood of 
making a similarly mistaken comment in the future. To this 
end, we performed a multiple regression analysis in which 
Condition (baseline, self-focused, other-focused), Comfort, and 
Reflection were included as predictor variables and Future 
Action was included as an outcome variable. The contrast for 
Condition was determined to first, compare the baseline 
condition with the self-focused condition, and second, compare 
the baseline condition with the other-focused condition. 

From the multiple regression analysis, we found that the 
model including Condition, Comfort, and Reflection 
significantly predicted Future Action, F (11, 139) = 3.45, p = 
.0003, R2 = .21. In this brief report, we focus on discussing 
preliminary findings about the relationship between the level of 
comfort and different types of moral feedback. Specifically, we 
found a significant interaction effect between Comfort and the 
second contrast of Condition which compared the Baseline 
condition with the Other-Focused condition, 𝛽 = -.31, SE = .20, 
t = -2.82, p = .005. Fig. 1 shows that, as the degree of comfort 
increased from very uncomfortable to very comfortable, the 
anticipated likelihood of making a similar microaggressive 
comment in the future increased for the participants in the 
baseline condition. By contrast, as the degree of comfort 
increased from very uncomfortable to very comfortable, the 

anticipated likelihood of making a similar microaggressive 
comment in the future decreased for the participants in the 
other-focused condition. Therefore, depending on whether the 
robot corrected the erroneous statement or, in addition to that, 
reminded the participants of the potential harm experienced by 
the recipient of a microaggressive comment, the effects of 
feeling (un)comfortable with receiving the robot’s response on 
the participants’ future behavior varied. 

 
Fig. 1. A visualization of changes in the anticipated future action as a 
function of  different types of moral feedback and the level of comfort. 

IV. DISCUSSION 

A. Effect of Focusing on Impact  of Racial Microaggressions 
on the Recipient (Baseline vs. Other-focused condition)  

We found that participants’ level of comfort in receiving 
the robot’s feedback had a very different impact on their 
anticipated future actions in the baseline vs. the other-focused 
condition. When the robot merely pointed out the fact that Ben, 
the black student, was not a server and was the awardee 
(baseline), participants who felt uncomfortable receiving the 
feedback also rated themselves as less likely to make 
microaggressive comments in the future than those who felt 
comfortable receiving the feedback. By contrast, when the 
robot not only pointed out the speaker’s factual error, but also 
continued to explain that such a comment could make a 
minority group member feel excluded and unwelcome (other-
focused), participants who felt uncomfortable receiving the 
feedback were those to rate themselves more likely to make 
microaggressive comments in the future than those who felt 
comfortable receiving the feedback. 

We speculated that, in the baseline condition, a sense of 
discomfort may suggest that the participant feels shame and 
regret (about what they said to the honoree), while a sense of 
comfort may suggest feeling indifferent (and thus disinclined 
to change future behavior). This view is in line with previous 
research showing that shame, regret, embarrassment, and guilt 
predict motivations to change the self after experiencing 
negative events [16]. By contrast, in the other-focused 
condition, a sense of discomfort may suggest feeling displeased 
or angry (in response to information the robot provided about 
the harm caused by the speaker’s remark to the honoree), while 
a sense of comfort may suggest feeling receptive (to the same 



information). Prior work has shown that, when one individual 
angers another, the angered individual is less likely to accept 
even a simple piece of advice from the individual who caused 
the anger [17]. As the present research did not explicitly 
examine what emotional factors (e.g., guilt, anger, receptivity 
to new ideas) composed participants’ ratings of discomfort, 
future research should directly explore these ideas. 

V. CONCLUSION 
 In this research, we explored the use of robots in delivering 
moral feedback to discourage microaggressions. We found 
that, when a robot’s moral feedback focused on correcting 
misstatements of a speaker making a microaggressive 
comment, the more uncomfortable participants were in 
receiving the feedback, the less likely they were to anticipate 
themselves making a microaggressive comment in the future. 
This trend was reversed when the robot’s feedback also 
focused on how the microaggression can negatively affect its 
recipient. In this case, the more uncomfortable participants 
were in receiving the feedback, the more likely they were to 
anticipate themselves making a microaggressive comment in 
the future. We speculated that the level of discomfort induced 
by the two different types of moral feedback may indicate 
distinct moral emotions with distinct influences on human 
behavior. When a robot’s response only includes a correction 
of misstatements of a speaker making a microaggressive 
comment, the feeling of discomfort may suggest emotions 
associated with motivation to change and improve in the 
future, such as shame and regret. However, when a robot’s 
response includes both a correction of misstatements of a 
speaker making a microaggressive comment and its potential 
negative impact on the recipient, the feeling of discomfort may 
suggest emotions associated with a lack of receptiveness, such 
as displeasure and anger. More research is necessary to verify 
this possibility.  In addition, as one reviewer pointed out, these 
findings may also be influenced by the degree to which 
participants are able to effectively imagine themselves as a 
speaker who commits a microaggression in the first place.  A 
follow-up study, currently in process, is exploring the 
effectiveness of our manipulation.    

 Another important question, raised by a reviewer, is what, 
precisely, the appropriate role is for robots in providing moral 
feedback to humans.  While the present finding suggest that 
robots’ feedback may have some impact on people’s future 
behavior, care must be taken to ensure that feedback given by a 
robot does not ultimately supplant moral feedback from -- and 
accountability to -- fellow humans.  Future work can explore 
where these boundary conditions may lie.    We hope the 
preliminary findings from this study can catalyze more 
research on a potential adoption of social robots and their 
verbal responses in preventing microaggressions. 
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