Adventures of human planners in Maze Search Task
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Abstract— Humans make efficient plans during everyday
navigation and natural spatial search, while these tasks still re-
main challenging for algorithms. Which mental computational
models do we have that makes this possible? We investigate
three computational principles that may be leveraged by peo-
ple — approximate expected utility maximization, discounted
utility, and probability weighed utility—in the context of a novel
spatial Maze Search Task. These computational principles are
well studied in classic bandit tasks and monetary gambles, but
they have not been evaluated on naturalistic spatial tasks that
involve sequential decision making. We found that accounting
for a combined effect of these three principles explains ag-
gregate human behavior better than models that include just
one, or two of these principles, or any of the four behavioral
heuristics. We also found substantial individual differences,
revealing that humans are best explained by a diversity of
planning strategies rather than a single best model. Our results
take a step toward uncovering common computational qualities
of human spatial planning that may generalize to natural
human behaviors in daily life.

I. INTRODUCTION

To build autonomous agents that seamlessly cooperate
with people, we first need to understand how people plan.
It is especially important to understand human planning in
the context of daily activities—such as during navigation,
and spatial search. While humans can plan remarkably well
in such contexts [1], these tasks are notoriously hard for
algorithms. In particular, uncertainty and partial observability
can make spatial planning intractable [2].

Imagine looking for your keys before leaving the house.
Certain locations are easily accessible, but unlikely to contain
the searched object. Other locations are highly likely but
further away. In which order should you search them?

Existing computational models have explored aspects of
planning in classic laboratory tasks, such as bandits, gam-
bles, and games [3]-[8]. However, their findings have not
been evaluated on sequential spatial behaviors that share
greater resemblance to the kinds of situations that people
encounter in daily life. Notably, three relevant computational
principles have been documented in the cognitive science
and economics literature on decision-making tasks related
to planning. First, people may approximately maximize
expected utility, with action probability proportional to its
utility, to account for occasional sub-optimal choices [9]-
[11]. Second, humans may limit their planning horizon [3],
[5], for example, when evaluating delayed monetary rewards
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Fig. 1. (a) An example of a Maze Search Task with two unobserved
rooms. A room is defined as a cluster of dark cells that can be
revealed together. The player can move within the white cells which
are visible and empty; bricked cells are walls that the player can not
see or move through; black cells are unrevealed and may contain
the hidden exit. The hidden exit is equally likely to be in any
of the black cells, and the player’s goal is to reach the exit in
the fewest steps possible. (b) A hypothetical search trajectory in
the Maze Search Task with four unobserved rooms. The player’s
starting location is indicated by the green square.

[12], [13], or possible game moves [S5]. This can be modeled
by discounting future utilities [11], [14]. Third, humans have
been shown to weight probabilities in utility computation,
in a way that produces less accurate estimates of values
at the extremes [12], [13], [15]-[17]. For example, people
often over-estimate probabilities of extremely unlikely events
[15], and perceive extreme quantities on a logarithmic scale
[16]. Furthermore, Prospect Theory explains people’s choices
in gambles by non-linear weighting of the probabilities of
outcomes [12], [13], as has been recently validated in a
large multi-national replication [6]. However, these results
are limited by the simple gambling tasks studied.

We hypothesized that each of these principles, or their
combination, may be used during spatial search. At the same
time, previous work found substantial individual difference
in human problem-solving strategies of tasks that require
planning, such as games [5], [7], as well as the use of trivial
sub-optimal heuristics that may be employed to save effort
and time [5], [8]. Thus, we hypothesized that individuals may
vary in their use of planning strategies and heuristics, for
example, as a result of individual differences in motivation,
or cognitive resources available at the time.

We evaluate the combined use of these three computational
principles in a behavioral experiment. To the best of our
knowledge, we are the first to apply a combination of these
principles to sequential decision-making in a spatial task.
We found that the model combining all the three principles
was best at predicting human behavior. We also found that
individuals exhibited a variety of planning behaviors, consis-
tent with all of the evaluated strategies. Our results suggest
that approximate utility maximization, utility discounting and



probability weighted utility may be fundamental to human
decision-making and attest to the importance of modeling a
variety of strategies to predicting individual-level behaviors
in more naturalistic contexts.

II. MAZE SEARCH TASK

We use a Maze Search Task (MST) to study human
decision-making. In this task, subjects navigate through a
series of partially observable, two-dimensional grid-world
mazes [18]. Each maze is made up of walls, corridors, rooms,
and a single hidden exit. Here, a room is defined as a cluster
of dark cells that are revealed together from a common
location. The subjects are instructed to reach this hidden exit
in as few steps as possible. The exit becomes visible as a
red tile when the subject reveals the hidden location.

An example maze is shown in Fig. 1 (A). The player’s
starting position is indicated by the smiley face avatar on
a green cell. The player can move to any adjacent tile that
is not a wall and illuminate the unobserved tiles (colored
in black) by bringing them into the avatar’s line of sight.
The player moves through a maze until the exit is reached
as shown in Fig. 1(B). The player is told that each of the
black tiles is equally likely to hide the exit, and to reach
it in the fewest steps possible. The player’s objective is to
find a route that minimizes the expected number of steps to
the exit, given its possible locations. Prior to launching the
experiment, this MST procedure was extensively piloted to
ensure that it is intuitive to humans while presenting non-
trivial challenges, such as trading off costs against rewards
[18]. The current work formalizes human decision-making
in MST with a family of quantitative models formulated as
computational hypotheses.

III. COMPUTATIONAL MODELS

To plan a search trajectory in a MST, we represent obser-
vations as the states in the planning process and compute a
policy for navigating between the states. Making an observa-
tion in a MST refers to revealing an entire room, or clusters
of hidden cells that can be revealed together from a common
position. The state-transition model for a given maze is
structured as a tree, where each state node NN; is defined
by the location of the agent making an observation, and the
maze area observed so far. For example, in the state space
representation shown in Fig. 2(A), the root node indicates
the starting location, and the adjacent nodes indicate the
subsequent possible states.

Based on this state space, we define four models that
evaluate possible paths by estimating the expected number
of steps to the exit. The models differ in how they assign
value to a state while they share a common mapping of
a state value to a probability of choosing it by the noisy
maximization function, or commonly known as the softmax
function, defined below.
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Here o denotes the noisy maximization function that converts
a list of real-numbered values into a probability distribution,
Q. is the value of the considered state, and (); are the
alternatives to choosing (). Parameter 7 controls the noise of
this mapping such that smaller values of 7 lead to a stronger
preference for higher values, and 7 — oo yields a uniform
probability distribution. Since the state value function @);
estimates the expected number of steps to reach the exit,
we use the negative sign to ensure that paths with smaller
number of steps are more likely.

Expected Utility (EU) model measures the expected
number of steps to the exit as follows:

Qeu(N;) = pi(si +e) + (1 —pi) i Qrulcj) (2)
Here, C(NV;) is the set of all future states following N;; p; is
the probability that the exit is found at N;; s, is the number of
steps to reach N; from the root node; and e; is the expected
number of steps to the exit from N; if the exit is found at
N;. Thus, the expected utility value Q.. (N;) of visiting a
N; is given by the sum of expected number of steps to the
exit, and the expected steps to the exit from the remainder
of the maze, assuming that subsequent choices are optimal.

Discounted Expected Utility (DU) model is almost iden-
tical to the EU model, except it discounts future values by
a factor of v € [0, 1] as shown in Eq (3). A small  implies
a more myopic agent, and setting v = 1 results in a policy
equivalent to the policy of the EU model.

Qpu(N;) =pi(si+e)+~v(1—pi) gll(ljlv : Qpulc;) (3)
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Probability Weighed Utility (PWU) model is based on
one of the key assumptions of Prospect Theory, which states
that humans overestimate small probabilities and underes-
timate large probabilities. We express this assumption by
the probability weighting function 7 : [0,1] — [0,1] as
7(p) = exp(—|In(p)|?). The value function for this model
then becomes:

Qrwu(Ni) = m(pi)(si+e;)+m(1—p;)

o, ) O )
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Here [ controls probability weighting. Larger § values yield
more overestimation on lower probabilities and underestima-
tion on larger probabilities. Smaller 3 has the opposite effect.
Fig. 2 illustrates the predictions of the EU, DU, and PWU
models for a simple two-room maze, as a function of the
models’ parameters.

Lastly, we define the Combined Model (Comb) that
uses a combination of probability weighting and discounting,
resulting in three free parameters: 7, 3, and y. We also define
four myopic heuristics, which evaluate state values based on
the current state alone without considering future states.

o Steps Heuristic (SH) only considers the number of

steps to a node from its parent: Qg (N;) = s;.

¢ Cells Heuristic (CH) only considers the number of cells

that are newly observed at a node: Qo (N;) = —¢;.

o Steps-Cells Heuristic (SCH) combines steps and re-

vealed cells: Qscu(N;) = k- s; — ¢;, where k is a



Fig. 2.
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(a) An example of the state space representation for a maze with two hidden rooms. The tree root is the starting location. The

adjacent nodes indicate the subsequent possible states. (b) The empirical probabilities of the two possible search trajectories in human
data — 67% and 33% of the subjects chose node N1 and N2, respectively. (¢) The Steps Heuristic prefers visiting the closer room (N1)
first as 7 — 0 and becomes indifferent between the two nodes as 7 — oco. (d) The Cells Heuristic prefers visiting the bigger room (N2)
first and becomes indifferent between N1 and N2 as 7 — oc. (e) The Expected Utility model prefers visiting the bigger room first (N2) as
7 — 0, but becomes indifferent between N1 and N2 as 7 — oo. (f) To illustrate the predictions of the DU model and the PWU models,
we fixed 7 = 1. The PWU model prefers N1 when 5 < 1, and N2 when 8 > 1. (g) The DU model prefers N1 when ~ is closer to 0,

and N2 when + is closer to 1.

free parameter. This definition combines step and cell
information about the immediate successor states.

« Random Model (Rand) assigns the same value to all
nodes. Without loss of generality, we choose to set all
node values to 1: Qprana(N;) = 1.

IV. BEHAVIORAL EXPERIMENT

The eight alternative strategies described above make
different predictions about how one should trade-off the
likelihood of finding the exit with the costs of movement.
For example, the DU model can explain a preference for
smaller rooms nearby over larger rooms further away. The
PWU model can predict an underestimation of highly likely
outcomes, such as the exit being in a large room, and
overestimation of unlikely outcomes, such as the exit being
in a tiny room. The Steps heuristic can explain preferring
the closer rooms regardless of their shape and size. Thus,
in designing the experiment we chose a large diversity of
mazes that elicit different predictions of behavior from our
models. At the same time, our models differ in the amount
of computation they require, and in the precision of their
estimates. Thus, it is also possible that individuals may use
all of these models, possibly due to individual differences in
motivation, attention, and cognitive resources.

Method The experiment included 40 mazes, where each
maze consists of at least two and at most five rooms.
The starting locations were pre-determined, and the exit
locations were randomly chosen at the time of design. All
subjects saw the same set of mazes in a randomized order.
The experiment was conducted in a web browser using a
JavaScript interface. Subjects first read a consent page and
a short description of the experiment. Following consent,
subjects read a detailed description of the task, followed
by 3 practice trials and a short quiz about the objective
of the task. Subjects could not proceed to the experiment

until they submitted the correct answer to the quiz. On
each trial a subject was placed at the starting position, and
navigated a maze by moving in the four cardinal directions
using the mouse until the exit was reached. After completing
experiment, subjects answered a demographic questionnaire,
and provided a free-form description of any strategies they
used in the experiment.

Subjects We recruited 120 subjects via Amazon Mechani-
cal Turk (63 male, 56 female, average age of 39 with standard
deviation of 12). One subject was excluded for incorrectly
answering the instruction quiz more than twice, so the final
analysis was done on 119 subjects.

Analysis of behavior We first analyze the subject’s be-
havior in a model-free way to validate our state space repre-
sentation. All subjects took direct paths between observation
locations, which we represent as states in the decision pro-
cess. Occasional deviations from the direct paths comprised
fewer than 1% of the total moves. Thus, we segmented
subjects’ trajectories into decision states, aligned to maze tree
representations. On average, subjects made 51 decisions (SD
= 3.3) during the experiment. The exact number of decisions
differed between subjects, due to individuals taking different
search trajectories.

Fig.3A shows the expected performance of various models
measured in total steps taken during the experiment, if
following a greedy strategy under the given model. The vari-
ability in the model performance comes from tie-breaking
in mazes were several paths are valued as equivalent. The
optimal performance is achieved the EU model with an
average total steps of Mgy = 413.6, SDgy = 14.3. The
best-performing heuristic model is the Cells Heuristic with
Mcg = 436.6 and SDcyg = 9.9. Most humans took
longer paths than the EU or Cells Heuristic model. Fig.3B
shows human performance compared to the models’ sim-
ulated performance, parametrized by the human parameter
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Fig. 3. Model-free results, Experiment 1. A. The expected performance of models measured as the total number of steps aggregated over all mazes, if

following a greedy strategy under the given model. The variability in the model performance comes from tie-breaking in mazes were several paths are
valued as equivalent. The EU model achieves the optimal overall performance. B. Comparing human performance to the expected performance of models,
if the model parameters are sampled from the parameters fitted to the human population. C. Reaction times in milliseconds in different maze locations.
People take a few seconds to study the map before moving, move quickly through corridors, and pause at decision locations — whenever new information

is observed.

distribution. The average number of steps taken by humans
was My = 458.8, SD; = 27.8.

We coded each step in the human paths as Start, if the cell
was the starting location, Decision if the cell corresponded to
an observation location, and Corridor otherwise. Fig.3 shows
the distribution densities of reaction times (RT) of subjects
in milliseconds as they navigated through each type of cell.
The Corridor cells were the fastest (M = 457.5, SD =
229.2)ms., Decision cells took (M = 932, SD = 460)ms.,
and the starting cells took (M = 1804, SD = 710.5)
ms. Thus, subjects generally took a few seconds to process
each maze, suggesting that people pre-plan their paths, and
spent longer in Decisions compared to Corridors (¢(3725) =
60.9, p < .0001, 95% confidence interval of the difference
(462,483)ms.), indicating different cognitive processing in
the two types of locations.

The RT also decreased with subsequent decisions — for
example, in mazes with four rooms the second decision
generally took longer than the third decision. The linear
regression model of RT as a dependent variable against
where the depth of the decision tree at the current deci-
sion as an independent variable, was significant (p = .03,
F(1,1601) = 4.84, coefficient significance p = .03) with the
regression equation RT = 841ms + 42msdepth, suggesting
that people may be re-evaluating their plans at each decision.

Model-based analysis We fitted the parameters of each
model to each individual’s decisions by Maximum Likeli-
hood Estimation, and by 4-fold cross-validation. Both meth-
ods achieved consistent and very similar parameter estimates.
The median parameters fitted to the subject population were

as follows: EU( 7 = 2.01), DU (7 = 0.95, v = 0.88),
PWU (r = 0.95, § = 0.7), Combined (7 = 1.1, § = 1.14,
v = 0.86) Steps-Cells Heuristic(k = 1.1, 7 = 2.97), Steps
Heuristic(7 = 7.8), Cells Heuristic(t = 10). To analyze the
fit of each model to the aggregate statistics of the subject
population we measured bootstrapped correlations between
the predicted choice probabilities, given median parameters
fitted to the subject population, and empirical choice frequen-
cies aggregated over subjects. The model fits are summarized
in Fig. 4. The correlations of the Combined, DU and PWU,
models were the highest. The Steps-Cells Heuristic was also
highly correlated with the aggregate human behavior, as
shown by the partially overlapping 95% confidence intervals
of Steps-Cells Heuristic and the best fitting models.

Model Selection via k-fold Cross Validation To examine
individuals® use of different decision-making strategies, and
assess the fit of each model to individuals, we split each
subject’s decisions into an 80-20% train and test split, fitted
the models to the training set using four cross-validation
folds, and validated the fit on held-out data. Cross validation
controls for over-fitting and different numbers of parameters
in the models. The fits of each model to individuals shown
in Figure 4A, suggest that people used a variety of strategies,
including all of the evaluated models and heuristics, with the
Combined model fitted as best explaining the highest fraction
(25%) of individuals. The Steps-Cell Heuristic was the next
most popular strategy, fitted as best explaining about a fifth of
the subjects. Figure 4D shows pairwise comparison of cross-
validation fits between the Combined model, and the 6 other
best-fitting strategies in the order of fraction of subjects better
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Fig. 4. Model-based results, Experiment 1. A. Fractions of individual subjects best predicted by each model, and by each heuristic, according to 4-fold
cross-validation. B. Bootstrapped correlations of the predictions of all models and heuristics with the aggregate data. Error bars indicate 95% confidence
intervals. C. Pair-wise comparison between model fits to individuals according to 4-fold cross-validation, comparing PWU, DU, Combined, and the Steps-
Cells heuristic. Each dot represents a person. The red diagonal line indicates equally good fits - any dots that fall right on the middle of this line would
be equally well explained by either of the compared models. D. Pair-wise comparison between the fits of the Combined model, and the fits of six other
strategies, shown in the order of fraction of subjects better predicted by the Combined model.

predicted by the Combined model, which ranged between
0.59 (Combined vs. PWU) to 0.83 (Combined vs. the EU
model).

V. DISCUSSION

In current work we have generalized the examination of
decision-making principles from simple gambling tasks to
sequential spatial behaviors in a Maze Search Task (MST).
We used behavioral experiment and modeling to investigate
the use of three cognitive computational principles known to
influence decision-making processes: approximate expected
utility maximization (EU), discounted utility (DU), and prob-
ability weighed utility (PWU), applying them to naturalistic
spatial behaviors.

We found that the Combined model, which accounts for
approximate utility maximization, utility discounting and
probability weighting, was consistently best at explaining
human behavior. The Combined model outperformed other
models that formalize only one or two of the three principles,
as well as any of the four alternative behavioral heuristics.
While we found that individuals used a variety of planning
strategies, the Combined model consistently outperforms
other models and heuristics in pair-wise comparison, predict-
ing the highest fraction of individuals. Our results suggest
that these three principles may be fundamental to human
decision-making, and generalize to natural domains.

Qualitative inspection of subjects’ responses to the free-
form decision-making questions revealed three popular an-

swers. First, about a half of the subjects reported prioritizing
the closest room, consistent with the Steps heuristic. A
smaller group reported preferring larger rooms, but made
no reference to distance, as described by the Cells heuristic.
The third most popular answer referred to minimizing steps
while maximizing the sizes of visited rooms, suggesting
a more sophisticated planning. Lastly, a few individuals
reported guessing, as may have been formalized by the
Random model. While our computational models formalize
these strategies, it is unclear how to relate the model fits
to the human self-reported strategies. For example, few of
the evaluated individuals were consistently random, and a
striking few were best explained by the Cells Heuristic.
This could mean that human planning computations are
not cognitively penetrable, although people may observe
their actions and describe them in a simplified way. This
could also mean that humans give inherently ambiguous
descriptions of algorithmic and strategies to communicate
them with less language. For example, depending on the
configurations of the environment, reporting prioritizing of
closer rooms could describe behavior typical of DU, and
reporting prioritizing bigger rooms could reference PWU-
like computations.

The MST takes a step toward measuring planning in
natural behaviors, however it is limited by the grid-world
topology, in which the layout of the entire environment can
be seen at all times. Future work should extend the evaluation



of the three principles to street networks, environments
with multiple goals, and multi-dimensional topologies. Our
analysis also leaves open the possibility that the planning
strategies evolve over time, for example, due to people
optimizing over the set of alternative heuristics [7], fatigue,
or learning. Subjects could also apply different strategies
flexibly to different spatial scenarios. Subjects could be
influenced by the observed exit locations as they proceed
through the experiment, for example, if subjects observe that
larger rooms have higher likelihood of hiding the exit, they
could become biased toward favoring larger rooms towards
the end of the experiment. Future studies will also investigate
how human planning computations may emerge on the
algorithmic level from using sampling-based computations
with sparse samples, such as those based on MCTS [19]. This
research fills the gap of modeling sequential spatial behaviors
that share greater resemblance to real-life scenarios, and
takes a step toward designing more human-like planning
algorithms that can be leveraged in robotics to support better
human-robot collaboration, and inverse planning inference of
human actions.
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